
KTH ROYAL INSTITUTE

OF TECHNOLOGY

How to Make Artificial Agents a 
Bit More Like Us
Hedvig Kjellström

Professor of Computer Science
Head of the Department of Robotics, Perception, and Learning



Why make artificial agents that function like 

humans?

1. Interact with humans

2. Learn online and from few examples like humans

To function in a world made for humans, agents need to:
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Embodiment – key to what is human-like

What is Embodiment?

Here, in the Cognitive Psychology sense 
(situatedness, to have a physical location and 
form in the world)

How does it affect the way we function?

Studied in the field of Embodied Cognition

1. Interact

2. Learn

M. V. Butz and E. F. Kutter. How the Mind Comes into Being, 2017
R. Pfeifer and J. Bongard. How the Body Shapes the Way We Think, 2007
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Aspect 1: Interact



Humans are Good at Communicating with

Others – Artificial Systems Need to Be 
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Why is Human Communication Hard?

Embodiment factor

Human: 
Computer: 

Conclusions

1. Embodiment makes understanding hard
2. Need to emulate embodiment in artificial agent to enable

understanding

6N. D. Lawrence. Living Together: Mind and Machine Intelligence. arXiv:1705.07996v1, 2017

E =
computing power

communication bandwidth

E ≈ 10

E ≈ 10
16
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Perception and Production of

Gaze Aversion Behavior

Y. Zhang, J. Beskow, and H. Kjellström. Look but don't stare: Mutual gaze interaction in social robots. International 
Conference on Social Robotics, 2017
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Human-Like Perception of Facial 

Expression

Olga Mikheeva
PhD student

O. Mikheeva, C. H. Ek, and H. Kjellström. Perceptual facial expression representation. International Conference on 
Automatic Face and Gesture Recognition, 2018
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Human-Like Perception of Facial 

Expression

Standard VAE with Gaussian prior
Olga Mikheeva
PhD student

O. Mikheeva, C. H. Ek, and H. Kjellström. Perceptual facial expression representation. International Conference on 
Automatic Face and Gesture Recognition, 2018

3-5 fully connected layers 3-5 fully connected layers

Gaussian prior 
over latent space
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Human-Like Perception of Facial 

Expression

Model M1, VAE with neutral face
Olga Mikheeva
PhD student

O. Mikheeva, C. H. Ek, and H. Kjellström. Perceptual facial expression representation. International Conference on 
Automatic Face and Gesture Recognition, 2018

3-5 fully connected layers 3-5 fully connected layers

Gaussian prior 
over latent space
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Human-Like Perception of Facial 

Expression

Model M2, VAE with neutral face and topological prior
Olga Mikheeva
PhD student

O. Mikheeva, C. H. Ek, and H. Kjellström. Perceptual facial expression representation. International Conference on 
Automatic Face and Gesture Recognition, 2018

3-5 fully connected layers 3-5 fully connected layers

Gaussian prior and 
topological prior
over latent space
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Human-Like Perception of Facial 

Expression

Topological prior

Penalize incoherency with
human perception
Human perception triplets

Olga Mikheeva
PhD student

O. Mikheeva, C. H. Ek, and H. Kjellström. Perceptual facial expression representation. International Conference on 
Automatic Face and Gesture Recognition, 2018

where

For BU-3DFE (3D static posed) human 
triplets generated from expression labeling
For BP-4DSFE (3D dynamic spontaneous) 
human triplets collected using crowdsourcing
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Fig. 1: The graphical representation of M1. Solid lines show
generative process, dashed lines inference process.

From the PGM (Figure 1) we can see that y and z

are connected through a “V-structure” and therefore not
independent given z. The posterior distribution over the latent
variable pq (z|x,y) is intractable. We approximate it with a
distribution, which now also depends on the neutral face y:

qf (z|x,y) = N (z|µµµ(x,y,f),sss222(x,y,f)I) (3)

where mean and variance functions are neural networks.
The only difference from standard VAE in the computa-

tional graph for this model is an additional input to both the
reconstruction network and the generative network.

For this model, the evidence lower bound (ELBO) on the
whole data set has the following form:

L (X,Y) =
N

Â
i=1


E

z⇠qf (z|x(i),y(i))

h
log pq (x

(i)|y(i),z)
i

�KL

⇣
qf (z|x(i),y(i))||p(z)

⌘� (4)

The expectation is approximated with L Monte Carlo
samples. The Stochastic Gradient Variational Bayes (SGVB,
[15]) estimator of the loss function is based on a mini-batch
of size B:

Loss(X,Y)⇡� fL (XB,YB) =�N

B

B

Â
i=1

fL (x(i),y(i))

=
N

B

B

Â
i=1


� 1

L

L

Â
l=1

h
log pq (x

(i)|y(i),z(i,l))
i

+KL

⇣
qf (z|x(i),y(i))||p(z)

⌘�

where z
(i,l) = µµµ(x(i),y(i),f)+sss(x(i),y(i),f) · eee(i,l),

eee(i,l) ⇠ N (0,I).

(5)

Here we use the reparameterization trick of Kingma and
Welling to allow backpropagation. The model can be trained
using any SGD algorithm.

B. M2: VAE with neutral facial expressions and topology

Naturally in many applications, there is some prior knowl-
edge about the topology (e.g. smoothness or similarity
preservation), and it is clearly beneficial to incorporate this
knowledge into the model. Urtasun et al. [27] do this for the
human motion modeling with Gaussian processes by putting
explicit constraints on the embedding. More specifically they
formulate the prior in the form of p(Z) µ e

� 1
g F(Z), where

F(Z) is an energy function modeling specific topological
constraints and g is a global scaling of the prior.

In the neural network approach to representation learning
it is also possible to impose such constraints by modifying
the objective (adding penalizing term for violation of the
constraints), but often the most challenging part is to modify
a network with minimum loss in computational capacity. For
the case of partial similarity constraints in the form of triplets
(as in this paper), Hoffer and Ailon [10] propose a “triplet
network”, that has three parts of the network sharing weights
and then an additional layer for distance comparison.

Our hypothesis is that imposing human-like topological
constraints on the latent space will result in learning a better
representation. We combine ideas of Urtasun et al. [27] and
Hoffer and Ailon [10] and propose a new model based on
the previous one with a modified prior on the latent space.

Topological constraints on the latent space are represented
as a set of T triplets, where each triplet consists of a reference
face and two other faces with one of those faces marked as
being more similar to the reference one than the other based
on human perception. The resulting triplet data set is

S=
n
(s(t,re f ),s(t,+),s(t,�)) : d(h(sre f

t ),h(s+t )) d(h(sre f

t ),h(s�t ))
o

T

t=1

where each of s
(t,re f ),s(t,+),s(t,�) corresponds to some index

i 2 {1, ..N} in the original data set of facial expressions,
d is the Euclidean distance and h

(i) is some (human-like)
representation of the facial expression x

(i).
To fulfill these topological constraints over triplets on the

latent representation z we want to minimize:

F(Z,S) =
T

Â
i=1

max
�
0;d(z(s

re f

t ),z(s
+
t ))�d(z(s

re f

t ),z(s
�
t ))

�

Instead of using f (x) = max(0;x) to penalize incorrect
distances, we will use its smooth approximation f (x) =
ln(1+ e

x) called “softplus” to force a small margin on the
distance difference. For additional flexibility, each triplet can
have a weight wt (e.g. corresponding to a reliability level for
each triplet if the triplets are collected from people).

F(Z,S)=
T

Â
i=1

wt ln
�
1+exp(d(z(s

re f

t ),z(s
+
t ))�d(z(s

re f

t ),z(s
�
t )))

�

This can be interpreted as a prior [27] pT (Z|S) µ e
� 1

g F(Z,S)

that forces to fulfill as much constraints as possible, where g
is a “topological variance”. The smaller the value, the larger
the penalty for an incorrect topology.

This topological prior can be factorized over triplets:

pT (Z|S) =
T

’
t=1

pT

⇣
z
(sre f

t ),z(s
+
t ),z(s

+
t )|s(t)

⌘

µ
T

’
t=1

exp
⇣
� 1

g
F(z(s

re f

t ),z(s
+
t ),z(s

+
t ))

⌘ (6)

The topological prior on the latent variable z can be added to
the standard Gaussian prior we used in the previous model:

p(Z) = pT (Z|S)pN (Z)

=
T

’
t=1

pT

⇣
z
(sre f

t ),z(s
+
t ),z(s

+
t )|s(t)

⌘ N

’
i=1

N (z(i)|0,I)
(7)



Human-Like Perception of Facial 

Expression

Static, posed dataset 
(angry/disgusted/sad/afraid/surprised/happy/neutral)

Dynamic, spontaneous dataset
(positive/negative)

Olga Mikheeva
PhD student

O. Mikheeva, C. H. Ek, and H. Kjellström. Perceptual facial expression representation. International Conference on 
Automatic Face and Gesture Recognition, 2018
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Latent space (3 principal components)



Aspect 2: Learn



Humans are Good at Continuous and 

Dynamic Learning – Artificial Systems Need 

to Be
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Embodiment Shapes the Way We Learn –

Learning from Few Examples

19B. M. Lake, T. D. Ullman, J. B. Tenenbaum, and S. J. Gershman. Building machines that learn and think like people.
Behavioral and Brain Sciences 24:1-101, 2016

State of the art ML algorithm Toddler

”This is an elephant!”

”These are elephants” ”This is a drawing of an elephant”



Embodiment Shapes the Way We Learn –

But Still Learn from Many Examples?

20

Alternative strategy – provide enough training data! 
Crowd Sourcing

But in some cases

• High statespace complexity (causal chains etc)
• Data expensive (medical applications etc)
• Interpretability needed (financial, medical applications etc)

The Robo Brain project (http://robobrain.me/) Tesla, Google, Uber, Nexar, Daimler, VW, Volvo, …



Structured Latent Representation –

Inter-Battery Topic Model

21C. Zhang, H. Kjellström, and C. H. Ek. Inter-battery topic representation learning. European Conference on Computer 
Vision, 2016
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Abstract

In this paper we present the Inter-Battery Topic Model

(IBTM). Our approach extends traditional topic models to

learn a factorized latent variable representation. The struc-

tured representation leads to a model that marries bene-

fits traditionally associated with a discriminative approach

such as feature selection with those of a generative model

such as principled regularisation and ability to handle miss-

ing data. The factorization is provided by presenting data

in terms of aligned pairs of observations providing means

for selecting a representation which separately models top-

ics that exists in both views from the topics that are unique

to a single view. This structured consolidation allows for

efficient and robust inference. Learning is performed in a

Bayesian fashion by maximising a rigorours bound on the

log-likelihood. We illustrate the benefit of the model on a

synthetic dataset, and the model is then evaluated in both

single- and multi-modality settings on two different classifi-

cation tasks.

1. Introduction

The representation of an image have a large impact on
the ease and efficiency with which inference can be per-
formed. This has generated a large interest in directly learn-
ing representation from data [1]. Generative models for rep-
resentation learning see the desired representation as an un-
observed latent variable [16, 4, 10]. Topic models, which
are generally a group of models based on Latent Dirichlet
Allocation (LDA) [4], have been used to great success for
learning representations suitable for computer vision tasks
[6, 7, 24]. A topic model learns a set of topics, which are
distributions over words (in computer vision applications,
visual words) and represent each document (in computer vi-
sion applications, image or video) as a distribution over top-
ics. Since it is a generative model, the learned representa-
tion will provide rich information about the structure of the
data with high interoperability. It provides a highly compact
representation and can handle incomplete data, to a high de-
gree comparing to other type of representation methodolo-

. . .

Private information

. . .

Shared information

. . .

Private information

Figure 1. An example of modeling ”a cup of coffee” images. Dif-
ferent images with a cup of coffee all share certain patterns, such as
cup handles, cup brims, etc. Moreover, each image also contains
patterns that are not immediately related to the ”cup of coffee” la-
bel, such as the rose or the coffee beans. They can be thought of
as private for each image, or instance-specific.

gies. Topic models have been tested in many applications
with successful performance. As all other latent space prob-
abilistic models, the topic distribution can be easily adapted
with different distributions with respect to the input types.
In this paper, we will use an LDA model as our basic frame-
work and apply an effective factored representation learning
scheme.

modeling the essence of the information among all infor-
mation for a particular task has shown to provide more in-
terpretable results and achieve better results on performance
[17, 5, 21, 7, 18, 23]. For example, for object classifica-
tion, extracting the key feature about the object out from the
intra-class variations and background information is key to
the performance. The idea of factorized representation can
traced back to the work, ’An Inter-Battery Method of Fac-
tory Analysis’ [17], hence, we name the model presented in
this paper Inter-Battery Topic Model (IBTM).

Imagine a scenario in which we want to visually repre-
sent ”a cup of coffee”, illustrated in Figure 1. Images with
this label commonly contain a cup of coffee, however, there
is other information that is not correlated to this labeling,
e.g., the rose and the table in the first image and the coffee
beans in the second image. One can think of the information

1

Cheng Zhang 
PhD 2016



Structured Latent Representation –

Inter-Battery Topic Model

…

22C. Zhang, H. Kjellström, and C. H. Ek. Inter-battery topic representation learning. European Conference on Computer 
Vision, 2016

I prepared a cup of 

coffee with a red rose for 

my boyfriend.

cup rose

I; and; boyfriend …

private information

private information

shared information

Cheng Zhang 
PhD 2016



Structured Latent Representation –

Inter-Battery Topic Model

23C. Zhang, H. Kjellström, and C. H. Ek. Inter-battery topic representation learning. European Conference on Computer 
Vision, 2016

Cheng Zhang 
PhD 2016



Structured Latent Representation –

Inter-Battery Topic Model

CNN close to data, PGM higher up
Better classification results on ImageNet than a 
regular CNN structure

24

Cheng Zhang 
PhD 2016

C. Zhang, H. Kjellström, and C. H. Ek. Inter-battery topic representation learning. European Conference on Computer 
Vision, 2016



Conclusion

Artificial agents should be made human-like

The essence of human-like: embodiment, shapes the way

humans interact and learn

1. Low communication bandwidth

2. Learning from few examples

Take it into consideration when designing embodied

artificial systems!
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