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Power is Expensive

Annual U.S. data center energy consumption

100 Billion kWh or 7.4 Billion dollars

Electricity consumed by 9 million homes

As much CO, as all of Argentina

Sadly, most of this energy is wasted

[energystar.gov], [McKinsey & Co.], [Gartner]




Most Power is Wasted

Servers only busy 5-30% time on average,
but they're left ON, wasting power. [sartner Report] [Ny Times]

Setup /b d BUSY server: 200 Watts Intel Xeon E5520
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Talk Thesis

Response
Time, T

ALWAYS ON ON/OFF

+ Low response time - AHAig?ﬁr‘eSPOHSe time
- Wastes power + Might save power
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Outline

Q PartI: Theory- M/M/k
-- What is the effect of setup time?

Q Part IT: Systems Implementation
Dynamic power management in practice




M/M/1/Setup

Server

turns of f
n when idle.
Jobs/sec

Setup ~ Exp(a)
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M/M/K/Setup  (k=4)

# jobs in system

1¥p)
|
Q
>
|
Q
\¥p)
>
¥y
s |
e

Setup ~ Exp(Q)

Open for 50 years



M/M/k/Setup (k=4)

# jobs in system
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Setup ~ Exp(c)) W Solvable only Numerically
Matrix-Analytic (MA)
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Setup ~ Exp(Q)




New Technique: RRR  [sigmetrics 13]

Finite
O portion

Infinite repeating portion

Recursive Renewal Reward (RRR)

> Exact. No iteration. No infinite sums.
> Yields transforms of response time & power.

Closed-form for all chains that are skip-free in horizontal
direction and DAG in vertical direction.




Results of Analysis
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Outline

Q PartI: Theory - M/M/k
What is the effect of setup time?

-- Setup hurts a lot when k: small
-- But setup much less painful when k: large
-- ON/OFF allows us to achieve near optimal power

Q Part IT: Systems Implementation
Dynamic power management in practice

-- Arrivals: NOT Poisson
Very unpredictablel!

-- Servers are time-sharing

-- Job sizes highly variable

-- Meftric: Tg5< 500 ms

-- Setup time = 260 s




Our Data Center

Unknown

d key-value workload

mix of CPU & I/0
O 1 Request = 120ms, 3000 KV pairs
O SLA: T, <500 ms

Q Setup time: 260 s 28 Application

servers




Provisioning

At Single Server
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load I load
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ON/OFF Variants

Reactive Predictive
Control-Theoretic [Krioukov, ..., Culler, Katz '10

[Horvath, Skadron‘08] \ [Castellanos et al. '05]
[Leite, Kusic, Mosse '10] [Urgaonkar, Chandra ‘05

.. [Bennani, Menasce '05]
[Nathuji, Kansal, Ghaffar [6mach et al. '08] [Chen, He, ... Zhao '08]

[Fan, Weber, Barroso '07] [Chen, Das, ..., Gautam '05]

[[\A/V\/Gonc?d, Cgﬁgr;gf : '07] [Bobroff, Kuchut, Beaty ‘07
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ON/OFF ON/OFF+padding
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A Better Idea: AutoScale

Two new ideas

Wait some time

t
Existing ON/OFF policies befoﬁew%)ming

are too quick to turn l idle server off

servers off ...

then suffer huge setup lag. “Un-bal " load
n-balance" load:

Pack jobs onto
as few servers
as possible
w/o violating SLAs

[Transactions on Computer Systems 2012]




Scaling Up via AutoScale

@ Request rate is insufficient indicator of load.
= # jobs/server more robust indicator.

But not so obvious how to use # jobs/server ...
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[Transactions on Computer Systems 2012]




Why AutoScale works

Theorem : As k — e, M/M/k with DelayedOff + Packing
approaches square-root staffing.

kAutoScale s kOPT n \/kOPT log (kOPT )
av avg avg

g avg

[ Performance Evaluation, 2010 (b)]
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Within 30% of OPT

I'm late,
power on all our traces!

I'm late!

Facebook cluster-testing AS
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Results

377 2263
ms "%

[Transactions on Computer Systems 2012]




Conclusion

Dynamic power management =» Managing the setup cost

Par"r I: Effect of setup in M/M/k

First analysis of M/M/k/setup and M/M//setup
EI Introduced RRR technique for analyzing repeating Markov chains
O Effect of setup cost is very high for small k,

but diminishes as k increases

Part II: Managing the setup cost in data centers
Non-Poisson arrival process; load unknown; unpredictable spikes
Leaving servers AlwaysOn wastes power, but setup can be deadly.
Lesson: Don't want to rush to turn servers off.
Proposed AutoScale with Delayedoff, Packing routing & Non-linear Scaling.
Demonstrated effectiveness of AutoScale in practice and theory.




Comments related to LCCC

Q Scaling stateful servers?
See HotCloud 2012

L\\

Power — ‘\\\\v —
A

Aware :

Load

Balancer

Application
servers

O Tradeoffs between architectures:
"Should we separate stateful from stateless?”

See Middleware 2012 - best of both
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