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Overbooking

Guided Tour
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Admission Control

e Determines load,

revenue, and risks %

e Risk theory

— Utility versus
Violations

- Overbooking
- Long term effects

L. Tomas and J. Tordsson, Cloudy with a Chance of Load Spikes:
Admission Control with Fuzzy Risk Assessments, Proc of 6th IEEE/ACM
International Conference on Utility and Cloud Computing, 2013
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Workload Analysis
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Method Auto-select
Horizontal/Vertical

Capacity autoscaling
-Aspects of the problem

Meet variations Meet variations in
in request rate system response
Regular vs. [ Vertical vs. Horlzontal]
planned vs. PR
irregular load s — Resource vs. .
e application metrics ’ [ Adjustment delay ]
( Muttiple time-scale | LOScilations | [ signal vs. noise |
No universal
controller

We need to understand
the workloads!

Erik Elmroth, elmroth@cs.umu.se
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Workload Analysis

What will your workload look | Wikipedia Paggzeﬁ
. R 11.3 million (2008
like six years from now? 29.6 million 20133

@)
WIKIMEDIA- Amsterdam,
Niederlande

Tampa, =
M P

Seoul (Yahoo),
Siidkorea
..

Internet

What about an
hour from now?

A. Ali-Eldin, A. Rezaie, A. Mehta, S. Razroev, S. Sjostedt-de Luna, O. Seleznjev, J.
Tordsson, and E. EImroth, How will your workload look like in 6 years? Analyzing
Wikimedia's workload. Proceedings of the 2014 IEEE International Conference on 20
Cloud Engineering (IC2E 2014), pp. 349-354, 2014.
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Requests

Workload Decomposition
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daily seasonality
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Capacity Autoscaling
Sample control theoretic model

Existing
requests, E(t)

New
requests, Infrastructure Total capacity
. Completed
A(t) ﬁ Load, L(t) required, C(t) req:ests
—
Buffered Buffered
requests, B(t) requests
R(t), A(t),
B, E(Y) Elasticity
Monitoring Controller

G/G/N queue with variable N (#VMs)

A. Ali-Eldin, M. Kihl, J. Tordsson, and E. Elmroth. Efficient Provisioning of Bursty Scientific
Workloads on the Cloud Using Adaptive Elasticity Control, In Proceedings of the 3rd Workshop
on Scientific Cloud Computing (ScienceCloud 2012), ACM New York, pp. 31-40, 2012.

A. Ali-Eldin, J. Tordsson, and E. Elmroth. An Adaptive Hybrid Elasticity Controller for Cloud
Infrastructures, The 13th IEEE/IFIP Network Operations and Management Symposium
(NOMS 2012), IEEE, pp. 204-212, 2012,




Several Autoscaling Methods
+ Auto-selection

WL ()

WL2

WL3 WAC | Z—— @
W L4

WLs

A. Ali-Eldin, J. Tordsson, M. Kihl, and E. EImroth. Workload Classification for Efficient
Cloud Infrastructure Elasticity Control, submitted, 2013.

Erik Elmroth, elmroth@cs.umu.se

Scaling and Repacking
Capacity
@ @ @ \ Time

M. Sedaghat, F. Hernandez-Rodriguez, and E. Elmroth. A virtual machine re-packing
approach to the horizontal vs. vertical elasticity trade-off for cloud auto scaling,
Proc. ACM Cloud and Autonomic Computing Conference (CAC), ACM, 2013 33
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v

VM placement

e Map VMs to resources
- After admission
- After scaling
- To reconsolidate
e Across datacenters
- e.g., linear programming problem
e Within datacenter
- Load mixing
- Multi-dimensional multi-knapsack problem

Erik Elmroth, elmroth@cs.umu.se
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Inter Cloud VM Placement

Modeling (Cost Goals)
v Totakcost

Subject to
| mgn m n -
Capacity constraints
Vie[l.n]:
Xl: zm:wzjk =1 (2)
J=1k=1
Vk e [1.m]:

]
Loadsybalance .

i=1j=1

constraints

W. Li, J. Tordsson, E. Elmroth. Modelling for Dynamic Cloud Scheduling via Migration of Virtual
Machines, 2011 Third IEEE International Conference on Cloud Computing Technology and Science
(Cloudcom 2011), IEEE Computer Society, pp. 163-171, 2011. 37

Erik Elmroth, elmroth@cs.umu.se

Intra Datacenter Placement

e Workload mixing (time & space)
e Multi-dimensional, multi-knapsack
e Application Specific

L
» Heterogeneous 4 %

hardware

W. Li, J. Tordsson, and E. Elmroth. Virtual Machine Placement for Predictable and Time-Constrained
Peak Loads, GECON 2011, Springer LNCS 7150, pp. 120-134, 2012.

L. Tomas and J. Tordsson, Cloudy with a Chance of Load Spikes: Admission Control with Fuzzy Risk
Assessments, Proc of 6th IEEE/ACM International Conference on Utility and Cloud Computing, 2013
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Relaxed box model virtualization

For enhanced workload mixing (space)

Compute
“ioud

__ ,// - To— -
(PIPTPIFIPIPIPIPTPIFTE
P. Svérd, J. Tordsson, B. Hudzia, E. EImroth. Hecatonchire: Enabling Multi-Host VMs 44
by Resource Aggregation and Pooling. Submitted, 2014

Erik Elmroth, elmroth@cs.umu.se
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M. Sedaghat, F. Hernandez, and E. EImroth, Peer to peer resource
management for cloud data centers, Submitted, 2013 a8
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TaskExecutor

e Concerns
- Optimal solution most likely infeasible
e Gradual improvement
- Heuristic approach

50
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Live VM migration (without service interruption)

Pre-copy migration Post-copy migration
Transfer Suspend VM Transfer CPU state Resume VM Suspend VM Transfer Resume VM Pull remaining
| dirty pages I at source Iand remaining pagesl at destination at source | CPU state | alﬂesw\zunnl pages
[ C I I | g | | I | C -

I ]
— nigaton i | Nigaion |

Total migration |

I Total migration | I

Continuous service (v) v
Resource usage v v
Robustness v

Predictability v v
Transparency v v (4

P. Svard, J. Tordsson, E. Elmroth, B. Hudzia. The Noble Art of Live VM
Migration - Principles and Performance, submitted, 2013.
55
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Aequus - Prioritization support

e Offers prioritization between
competing potential utilizers

e Based on target — usage relation
e Priority applied hierarchically
e Decentralized system

Local Share Policy Policy Tree
(defined by resource site)

Global Share Policy
(defined by VO1)

Olng
Global Share (sub)Policy

(defined by P1)
- (F1
08

P-0. Ostberg and E. Elmroth. Decentralized Prioritization-Based Management Systems for Distributed
Computing, The 9th IEEE International Conference on e-Science (eScience 2013), pp. 228-237, 2013.

Global Share Policy
(defined by VO2)

< —— R Ostberg, D. Espling, and E. Elmroth. Decentralized Scalable Fairshare Scheduling. Future
7 BB & Generation Computer Systems, Vol. 29, No. 1, pp. 130-143, 2013.
s

G. Rodrigo, P-0. Ostberg and E. Elmroth. Priority Operators for Fairshare Scheduling. In Proc. 18th
Workshop on Job Scheduling Strategies for Parallel Processing (JSSPP 2014), Accepted, 2014.

67
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Energy-efficient management

Measured
Performance, Power

System
Model
Requests
\ ,
Workload s| Optimal
Monitor Controller
Target Performance

New configuration 5| Target |y System

Change frequency system Monitor

Add/remove VM

Add/remove core

Measured Performance

S. K. Tesfatsion, E. Wadbro, J. Tordsson, A Combined Frequency Scaling and
Application Elasticity Approach for Energy-Efficient Clouds, submitted, 2013. 69
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Dynamic Resource Rationing

Where to cut when resources are insufficient?

System Architecture

Two approaches lut rLeqlz
. A Vv
1. Strict QOS'level
adherence
2. Overall cost-benefit L
. . Hypervisor J
with QoS-level weights .
KPI New Capacity KPI
for each apps
- Constrained optimization

- Substantial dependency
on KPI-type (e.g. latency vs. throughput)

- System feedback on KPI and dimmer effect ,

5

Admission 1
(S8 Coordination
Overbooking \/
Ll
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Monitoring
; eg]lft;" .:c_c01.111ti11g
= riority,
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Managing the infinite (or telco) cloud

Back-end datacenters Back-end datacenters
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Managing the infinite (or telco) cloud
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Large-scale Collaborations

EU FP7 IP. Introduced federated clouds.
EU’ s first major cloud project. (Completed.)

/\,) 2 ‘ EU FP7 IP. Optimized cloud services over complete
N m lifecycle. Non-functional aspects. (Completed.)

@ EU FP7 IP. Pioneering federated storage clouds. Raised
level of abstraction. Media- and telecom applications. (Completed.)

e € mce Governments strategic efforts. Methods and
] I software for eScience applications.
UMIT Ume3 initiative for innovation and industry benefits within
Research Lab  Simulation, visualisation, computation and infrastructure.

grLoL0R Swedish Research Council framework project.
A control theoretic approach to cloud management.
EU FP7 STREP. Context-Aware Cloud Topology Optimisation
and Simulation.

EU FP7 STREP. Business continuity through fault management
» extending on virtual consolidation.

m Vinnova VINNVAXT. Innovation project, focused on resource
croupaerry €fficiency and green ICT for datacenters.
Key partners: IBM Haifa Research Labs, SAP, ATOS Orgin,
Univ. Compl. de Madrid, Leeds Univ, Barcelona SC, Telefonica, 86
British Telecom, Uppsala Univ., Luled Univ. Tech., KTH, Lund Univ., etc

Erik Elmroth, elmroth@cs.umu.se
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