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REACTIVE POWER COMPENSATION



Power distribution networks



Smart power distribution grid

Smart microgenerators
We consider a portion of the electrical power distribution network
populated by a number of microgeneration devices (solar panels,
...), each of them equipped with sensing and communication
capabilities.

The power electronics of these microgenerators can be exploited
for providing useful ancillary services.

We focus on the problem of optimal reactive power compensation
for the minimization of distribution losses.



Power distribution grid

We assume that voltages and currents are sinusoidal signals, at the
same frequency, and thus described by their amplitude and phase.
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Reactive power

Reactive power flows
Whenever a device in the grid injects (is supplied with) a current
that is out of phase with the voltage, we have injection (delivery)
of reactive power.

+

−
uviv ↑

Adopting the phasorial notation for voltages
and currents, we define the complex power

sv = pv + jqv := uv īv



Reactive power “facts”
I Loads in the microgrid require reactive power
I reactive power can be obtained from the transmission grid or

produced by the microgenerators in the grid
I producing reactive power has no fuel cost
I larger flows of reactive power correspond to quadratically

larger power losses on the cables.

Optimal reactive power compensation problem
Injecting reactive power in the grid as close as possible to the loads
that need it, in order to minimize power distribution losses.



MICROGRID MODEL



Graph model
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Nodes of the graph represent loads (in white) that cannot be con-
trolled, and microgenerators (in black) which can be commanded,
can sense the grid, and can communicate.

Nodes are connected by a tree T , representing the electrical con-
nection (power lines) among them.



Graph model
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Node 0

+
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u0

i0 →

Node 0 represents the point of connection of the microgrid to the
transmission grid.
Its voltage u0 corresponds in amplitude to the nominal voltage UN
of the microgrid:

u0 = UNejφ0 .



Graph model
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Nodes v 6= 0
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Node voltage uv and node current iv satisfy

uv īv = sv

for microgenerators and loads (can be extended to exponential / ZIP
model).



Graph model
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Edges e
uσ(e)uτ(e)

→
ξe

Voltage drop uτ(e) − uσ(e) and the current ξe flowing on the edge e
satisfy

uτ(e) − uσ(e) = zeξe

where ze is the impedance of the power line e.



Microgrid nonlinear equations

The voltages uv and the currents iv of the microgrid are therefore
implicitely defined by the system of nonlinear equations

Lu = i
uv īv = sv v 6= 0
u0 = UNejφ0 ,

where L is the weighted Laplacian of the graph

L = AT Z−1A

and A is the incidence matrix of the graph.



OPTIMIZATION PROBLEM



Optimization problem

The optimization problem consists in deciding the reactive power
injection at the microgenerators that minimizes power distribution
losses.

Microgrid
nonlinear
equations

Decision variables
qv , v ∈ C

Problem parameters
sv , v ∈ U
pv , v ∈ C

UN , φ0, L

Cost
function

Grid state
u, i

Losses
īT<(X )i

In order to design an algorithm we need an explicit expression for
the grid state as a function of the decision variables.



Explicit grid solution

Approximate solution
We constructed the Taylor expansion of the system state for large
nominal voltage UN .

iv (UN) =
s̄v
UN

+
cv (UN)

U2
N

uv (UN) = UN +
[Xs̄]v
UN

+
dv (UN)

U2
N

.

This model extends the DC power flow model, by relaxing the
assumption of zero losses (i.e. purely inductive lines).



Approximate problem

The approximate solution of the grid equations allows us to rewrite
the cost function (losses) as a quadratic function of the decision
variables.

J =
1

U2
N

pT <(X ) p +
1

U2
N

qT <(X ) q +
1

U3
N

J̃(p, q,UN)

where J̃ is bounded for large UN , and q satisfies 1T q = 0.

Quadratic cost function
We approximated the original problem as a convex quadratic
optimization problem subject to a linear equality constraint.



DISTRIBUTED ALGORITHM



Motivation for a distributed algorithm

Implementing a centralized solver for the quadratic (linearly
constrained) optimization problem is impossible:

I complete knowledge of the system parameters

L, {pv , v ∈ C}, {sv , v ∈ U}

and state
{qv , v ∈ C}

is required
I coordination and communication among all nodes U ∪ C is

required
I compensators

I are in large number
I can connect and disconnect
I have limited communication capabilities.



Distributed architecture

Consider the family of subsets of C

{C1, . . . , C`}

such that
⋃`

i=1 Ci = C.

Let each cluster be managed by an
intelligent unit (possibly, one of the
compensators), which

I knows the relative position of
the compensators

I collects data from the
compensators

I processes the collected data
I commands the compensators. El
ec

tr
ic

ne
tw

or
k

Gr
ap

h
m

od
el

Co
nt

ro
l

uv

iv

ξe

ze

v

σ(e) τ(e)

e

0

Ci

Cj

Ck



Iterative algorithm
At (possibly uneven) time step
1) a cluster Ci activates;
2) the supervisor of Ci determines the optimal update step that

minimizes the global cost function;
3) compensators in Ci actuate the system by updating their state

qv , v ∈ Ci , while other compensators keep their state constant. 1
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Iterative algorithm
At (possibly uneven) time step
1) a cluster Ci activates;
2) the supervisor of Ci determines the optimal update step that

minimizes the global cost function;
3) compensators in Ci actuate the system by updating their state

qv , v ∈ Ci , while other compensators keep their state constant. 1
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Iterative algorithm
At (possibly uneven) time step
1) a cluster Ci activates;
2) the supervisor of Ci determines the optimal update step that

minimizes the global cost function;
3) compensators in Ci actuate the system by updating their state

qv , v ∈ Ci , while other compensators keep their state constant. 1
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Computation of the optimal step for Ci

The optimal update that has to be performed by cluster Ci is given
by the (constrained) Newton step:

qopt, i
h = qh for each h 6∈ Ci ,

qopt, i
h = qh −

∑
k∈Ci

Γ
(i)
hk ∇Jk for each h ∈ Ci ,

where
I Γ(i) is function of the Hessian <(X ),
I ∇J is the gradient.

In general, these are global quantities.

However, according to the approximate model for the power
system state, both Γ

(i)
hk and ∇Jk can be obtained from local data.



Computation of the optimal step for Ci

Hessian estimation
Γ(i) is a function of the electric distances (mutual effective
impendances) between the microgenerators belonging to the
cluster Ci .

Gradient estimation
∇Jk , k ∈ Ci , can be estimated from voltage measurements
performed by the microgenerators that belong to Ci .

To solve the subproblem faced by the supervisor of the cluster Ci ,
only parameters and measurements from the microgenerators
belonging to Ci are needed.



Resulting algorithm

We therefore obtained the following distributed control algorithm.

Offline initialization

Each supervisor computes Γ(i) according to the electric distance
among compensators in the cluster.

Online iterative algorithm

1. a cluster Ci activates;
2. agents not in Ci hold their state constant;
3. agents in Ci

3.1 measure their voltage and estimate ∇J ;
3.2 compute the optimal update step −Γ(i)∇J ;
3.3 update their state;



Resulting feedback law

Power
distribution

network

qCuC

qV\C

p

2 cos θ(ΩrR
effΩr)

♯

uV\C

Kr(uC)

1

z − 1

Discrete time
integrator

∇J (i) −Γ(i)∇J (i)



Remark

Feedback signals over the physical system

Other applications of distributed optimization share this same
feature (radio power control, congestion avoidance protocols in
data networks).

In these applications, the iterative tuning of the decision variables
associated to each agent (radio power, transmission rate) depends
on congestion indices that are function of the entire state of the
system. However, these indices can be detected locally by each
agent by measuring some feedback signals: error rates, delays,
signal-to-noise ratios, etc.



Radio power control

SIRi =
pi∑

j 6=i pjwij + niGAi
≥ SIRmin, ∀i

Distributed radio power control algorithms consist in update laws
for the transmitting power pi in the form

p+
i = fi (SIRj , j ∈ Ni ∪ {i}) .



Data network congestion avoidance protocol

max
x>0

∑
r

Ur (xr ) subject to Ax ≤ C

Congestion on a route r depends on the transmission rates of all
routes which share a link with r , and which are generally unknown.
Typical protocols adjust the rate xr as a function of a feedback
signal (e.g. delay, packet losses).



ORPF algorithm convergence

We characterized the convergence rate R as a function of
I grid topology and parameters
I clustering strategy.

The optimal strategy consists in choosing clusters which resembles
the physical interconnection of the electric network.

0



Optimal clustering stategy

This result is interesting in the fact that it constrasts with the
phenomena generally observed in gossip consensus algorithms, in
which long-distance communications are beneficial for the rate of
convergence.

J =
1
|UN |2

qT <(X ) q subject to 1T q = 0.

This is of course motivating, and suggests further investigation
towards

I plug and play protocols,
I parallel implementation,
I communication over power lines.



Simulations

The algorithm behavior has been simulated on the IEEE 37
standard testbed.
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Fig. 3. Comparison of the different strategies. In the upper panel, the total
power distribution losses are plotted, together with the minimum losses
Jopt. Losses fluctuation is due to the time-varying demands of the loads.
In the lower panel, the difference between the power losses achieved by
the different strategies and the minimum power losses, is plotted. A shorter
time window has been chosen, for the sake of clarity.

demanding in terms of data transfer capacity, communication
range, and data congestion control.

In this sense, the optimal tuning for the edge-disjoint
strategy, suggested in Theorem 7 results to be extremely
interesting. Indeed, one can see from simulations that the
edge-disjoint strategy, if properly optimized in the activation
probabilities, can outperform the Hcomplete strategy, yielding
smaller power distribution losses with simpler communi-
cation requirements. This result is extremely motivating
towards further analysis for the optimization of the algo-
rithm design, possibly also via some distributed automatic
configuration.

IX. CONCLUSIONS

In this paper we have rigorously stated the problem
of dynamic reactive power compensation for power losses
minimization, in the scenario of a smart microgrid populated
by a large number of microgenerators.

We considered a randomized leaderless algorithm for

the optimal control of such devices. We then defined a
performance index for the behavior of the algorithm when
reactive power demands are time varying, namely the ex-
pected residual power losses. For this performance index,
we derived an upper bound. According to the result of the
minimization of this upper bound, we focused on a particular
communication strategy (based on an edge-disjoint commu-
nication graph) which seems to deliver better performances
together with limited use of the available communication
resources. For this specific strategy, it is also possible to
optimize the algorithm behavior by tuning some extra design
parameters, namely the probability of activating each one of
the pairs of compensators at each iteration. Simulation show
that the optimal edge-disjoint strategy achieves indeed good
performance, outperforming the much more demanding strat-
egy (in terms of communication complexity) in which any
compensator can communicate with any other compensator.

Future research steps will include the derivation of a
tighter upper bound, possibly yielding the tools for optimiz-
ing the algorithm performance in a class of strategies larger
than the one based on edge disjoint communication graphs
only.
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CONCLUSIONS



Conclusions

Microgrid power flows model
The proposed approximate power flow model

I extends the DC model to generic line impedances
I allows to cast the problem into a well-known framework
I shows how to obtain system-wide information (gradient,

hessian) from local measurements (voltages, electric distance).

Distributed gossip-like algorithm
The proposed strategy is based on

I asynchronous activation of the microgenerators
I interleaved sensing and actuation.

Its convergence is guaranteed, and its rate of convergence has been
analyzed, yielding design rules to maximize performance.
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