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Consensus algorithms

B Main idea

B Having a set of agents to agree upon a certain value (usually global
function) using only local information exchange (local interaction)

H Old problem:

B Markov Chains (Communications): 60’s

B Load balancing (Computer Science, Optimization): 80’s (Bertsekas,
Tsitsiklis, ...

B Asynchronous iterations (Linear Algebra): 90's

B Vehicle Formation Control (Robotics): 90’s (Vicsek, Jadbabaie-Morse,
etc ...

B Agreement problem (Economics, signal processing, social networks)

B Synchronization (Statistical mechanics)
m ...
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Main features

Distributed computation of general functions

HZF(Qﬁl,...,mN)Z

%

A L gia)

(eX. 0 = % Zi\il X;
for f = g; = ident )

Computational efficient (linear & asynchronous)
Independent of graph topology
Incremental (i.e. anytime)

Robust to failure

Global

Decision
Maker
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e A robotics example:
the rendezvous problem

zi(t+1) = puxi(t) + ZjeN(z') Pij ()

z(t+1) = P(t)z(t),
P is stochastic, i.e. P> 0,P1 =1

Convex hull always shrinks.
If communication graph sufficiently connected, then shrinks to a point

If P is doubly stochastic (17 P = 17), then z;(t) — + Z,fil z;(0)
Easy to compute averages of local values (average consensus):

1) set initial conditions: z;(0) = 6,
2) run consensus with doubly stochastic P,
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>iey 1/07 ¥ i 1/o7
Strategy:

2¥(0) = y;i/o?, 29(0) =1/0?

run two average consensus in parallel on :z:f and
x¢ so that

Y 1Y 2 o 1Y 2
/() = 5 2vilor, (D) = > 1o

therefore
Yy
N 7 (t N
0;(t) = xza—() — 0°
xf (t)

Distributed estimation

LCCC Workshop, 3-5 February, Lund, Sweden



Least-square identification

Estimate
M
f(z) = Z Om fm(x)
m=1
with unknown parameters 04, ...,0,; from noisy
measurements

M
yi= Y Omfm(z;) v, i=1,...,N
1

By stacking_all measurements F;
y(x1) f1(x1) far () 01 v1
y(zo) | = |E== ; — S N
; fiteny) ... fu(en) Onr UN
or equivalently:
y=Fo0+v

Goal:

N

argming > v? = argming||FO—b||?> = (FTF)~1FTy
i=1

can be written as

N . 1 N 1
(Y. FFE )™ (> Fy) = (N Y FF )™ (N > Fwi)
i=1 i=1 i=1 i=1

0

7

(Xiao,Boyd,Lall, IPSNO5), (Bolognani,Del Favero, Schenato, Varagnolo JRNC10)

Ay
o
Yi o /
/-N
© > N <
f(x)
\%
Zr
€I; >

Strategy:
X;(0) = FFY, 2,(0) = Fl'y;

run two average consensus in parallel on X;(t)
and z;(t) so that

1 N . 1 N
Xi(t) = = > FF, z(t)— =Y Fuy
N — N —
i=1 =1
therefore

0;(t) = X; )z (t) — 0
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O
Distributed quadratic optimization

fi(x): local cost function (convex)

comm. links Ji(*) «—— nodes

J(x) = Zf\le fi(x): global cost function /\ \/\Jg‘(;f)/
min, J(z) = 27{\;1 fi(x) (convex)‘ 7/

i e
min ;fz(%)

T1,..., TN solve w/ Lagrange

multipliers

s.t. r; = z; for (¢,7) in comm. graph

fi(x) = r1'S;x; — 2xTb; + ¢;: quadratic cost function
then J(z) =z (>, Si)xz — 221 (32, 0:) + O, i)
v* = (5 22 9) 7 22 bi)
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Sensor Calibration

P = g(&,&;) + o 4 q

Pt = g(&5,&) + o

g() unknown but symmetric, i.e. g(&,&5) = 9(&5,&),
then PY — PI* = o, — 0;

Design 0; so that o, — 0, = 0: impossible

Design 0; so that o, — 0, = o, a small: easy

Strategy:
1) set ; = o, — 0; write consensus for z;

2) 0i(t+1) = 0:i(t) = Y- e, Pij (P9 — P — 6;(t) + 0,(1))
3) 5i(t)—>0i—%zi0i=0i—a%0@-

(Bolognani,Del Favero, Schenato, Varagnolo JRNC10) LCCC Workshop, 3-5 February, Lund, Sweden



Event detection

prior
0

P(z=0)=P(z=1)=1/2

l—ei

N sensors can estimate x though a binary ran-
dom variable y; which are conditional indepen- 1
dent and with conditional probabilities

Ply=1le=0)=Ply=0a=1) = ¢,

Ply=0lz=0)=Ply=1llz=1)=1—¢

It can be seen that the normalized log-likelihood Y1
function is -_’

1. POy, yy) 1 1—¢ -_y_%
L(y1,---,yn) = - log | = —> (1-2y)log :
7

P(llyla)yN)—N €

N
T=0<= L(y1,...,yny) >0

YN
2;(0) = (1 — 2y;) log -_’

€;

Strategy:

[run average consensus z;(t) so that

z;(t) — L e
7’( ) (yl’ ! yN) LCCC Workshop, 3-5 February, Lund, Sweden




Time Synchronization

%

B;

Local clocks

N

) «— nodes
comm. links

.
"

(Solis, Borkar, Kumar, CDCO06,
Gamba, Schenato, CDCO07
Carli, Chiuso, Schenato, Zampieri, IFAC08)

T’i(t) o ait—l_/Bi 1=1,...,N
Virtual reference clock
T*(t) = ot + 5*
Local clock estimate
; 7’:j(t>:5‘j7-i+5j 1=1,...
t 7j(t) = ajoyt + ?‘zﬂij‘ 0j
{I:;)‘ xﬁ

j
GOAL.: find (a;,0;) such that
limi oo () = 7%(t),Vi=1,.., N

[Strategy:

J
2) find update equations for &;(t) and 06,(¢)

o LA B — A A ) .
1) set ¢ = ;& and T; =05+ & 3; write consensus

3) a;di(t) — & Siv, a; and 6;(t) + &;(8)8; — B*
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Sensor calibration
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Error distribution:
before ([—) and after ( pumm )

(Bolognani,Del Favero, Schenato, Varagnolo JRNC10)

Before | After

<0.5dB || 24% 56 %
<1 50% 88 %

>2dB || 35% | 0.6 %
Max <6dB | <3.5dB

X [m]
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Model identification

P=f(d,0)
o'i 2 Pij
d;; d
J
g 5 .
P = f(d;;,0) = W + noise, € unknown parameters

log(P7") = 01 — log(d;;) 02 + noise, P, d;; known parameters

y = F0+ v

(Bolognani,Del Favero, Schenato, Varagnolo JRNC10) 65



Time Synch for WSNSs

E t -
ATS 32 Khz 9 motes Periodo di Sincronizzazione 4 min.
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(Fiorentin, Schenato, Necsys09)
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® :
How to design consensus ?

Consensus algorithm:

x(t+1) = Px(t), P consistent with comm graph G

how to design P 7

Stability condition: if P stochastic then equiv-
alent to connectivity of Gp

Stability design: Metropolis weigths, Gossip,
Broadcast (distributed)

Performance metrics:
e Rate of convergence: |\y(P)| Wellstudied
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E Distributed estimation revised

yi =0 +vi, v ~N(0,1), 90:%2@% Var(Q—HAC):%

z(t+1)=Px(t), z(0)=[y1 y2 ...yn]"

——\

If P only stochastic limy .. z(t) = 01, Var(6 —0) = H,OHQ,
where p left eigenvector of P for eigenvalue 1 (% < || itz <1).

If P doubly stochanstic and nor;mal- (PPL = PTP),
then 37, Var(0 — z;(t)) = Z)\ ea(p) 1A |2%

-~ -
‘"-—___——’

convex

(Carli, Garin Zampieri, ITAQ9)
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Noisy consensus

r(t+ 1) = Px(t) +v(t), v(t) ~N(0,1)

Z(t) = ~ Y, ;(t) instantaneous average,

P doubly stochastic and normal, then

—____———__-
— ~~
” —~

- ~

1 1 \
N 2 -\

~ION EA(P)A£L 7

~

/7

lim E[[Jz(t) - 2(1)1]l2] =

\

~§ —”
e B -
B oemm em e = == == T

convex

(Xiao,Boyd,Kim, JPDCO7)
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o Control-based
performance metrics

e Distance from consensus: ||p||2

e Lo performance: ZA¢#11—1>\|2
— N\

o Estimation performance: ¥, |A;|

A%
—0)2 N[

e Consensus-based Kalman Filter J = > 5 «1 e
(Carli, Chiuso Schenato, Zampieri, JSAC08)

e Consensus-based Time-synch J = 3"y fi(\;),
f; convex
Carli, Chiuso, Schenato, Zampieri, IFAC08)
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Example

x(t+ 1) = Px(t), P consistent w/ graph

N N
2 2

rate of convergece:

Ao & 1— 25 (very badlll)

estimation perfomance:
% D> Var(z(t) — 0) < %,W > 1 (almost optimall!l!)

(Boyd, Diaconis, Parrillo, Xiao, IMO7) LCCC Workshop, 3-5 February, Lund, Sweden



Summary

= Consensus is good for quadratic problems
= Approximate non-quadratic local costs to
apply consensus:
=« Camera networks calibration
= Smart power grids control

= Linear consensus vs Lagrange-based
distributed optimization

= Control performance metrics provide new
twist to the “old” consensus problem
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